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Abstract. The designed process performances should be fulfilled by the selected proven technology. It has a set of 

allowable gaps which become the criteria for mechanical and process guarantees. They are quantified by temperature, 

pressure, yield or conversion, product purity, selectivity, mass flow, and flow behaviors. On the other hand, the designed 

performances are commonly obtained from long-time experiences in the process of technological development. In addition, 

gaps between designed and operational unit process performances should meet the acceptability criteria. Geometry is one 

factor that affects them. Nevertheless, the designed performances may not yet consider the detailed geometries for the 

operational performances. Another factor is the simplification in the designed stage which does not fit the actual process 

conditions. Therefore, this study intends to disclose the improvement of unit process performance using the computational 

fluid dynamics (CFD) method by including detailed geometries and actual conditions. The examined performances of unit 

processes were focused on three actual industrial cases: furnace, sand settling vessel, and boiler burner. Based on the results, 

improving the operational unit process performance using the CFD method is more attractive, accurate, and comprehensive. 

INTRODUCTION 

 
A technology regarding its performance is quantified and attributed by reliable and proven technology. The 

specified performances should be achieved when this technology is manufactured, constructed, and operated. They 

are determined in the process design. When the achieved performances in operation do not correspond to the 

performances of the design, the performance gaps exist which are symbolized by ∆Φ𝑂𝐷. They cause problems from 

mild to severe levels. The development of technology should achieve these gaps as least as possible and even zero. 

For the specific performance parameters, such as the processing capacity that can be handled by the technology, the 

operating performance can be better than the design performance. This condition gives a positive difference. The 

performance gap values can also be negative or zero. Combinations of element performances generate the 
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performances of technology. Even things that are considered trivial can cause the overall performance of the 

technology to be impaired. 

The complexity of a developed technology depends on the number of technical elements. The elements can be 

grouped into mechanical (moving bodies), process conversion, structure material, energy, space, sensor, and control 

instrument elements. Each of these elements interacts with others. The more elements involved, the more complex 

technology is. The more complex the technology, the more unwanted performance gaps will dominate. A technology 

that has been commercialized gives the sense that the performance gaps of this technology have been known exactly 

by the developer who has designed, built, and operated this technology with the commercial specifications. 

Unfortunately, improving operational unit process performance through three-dimensional design modifications 

using the computational fluid dynamics (CFD) method is a rarely discussed topic. A report by Zero Carbon Hub was 

concerned about closing the gap between design and as-built performance in terms of energy or carbon emission 

aspects [1]. Another publication by Donati and Paludetto (1997) reviewed the scale-up of chemical reactors from the 

small-scale experiment to achieve better performances with the help of mathematical models [2]. Still, the retrofit idea 

for a biodiesel production plant can be formulated using the thermodynamic process software ASPEN PLUS by 

comparing the performances of the existing and the modified plant [3]. Meanwhile, Ghawi and Kris (2011) improved 

the performance of a secondary clarifier in a wastewater plant treatment by modifying the inlet baffles using the CFD 

method [4]. The effect of various tray types in the distillation column was also reviewed by Patil and Patil (2016) for 

the operational and economic performances using a comparison method within the available performance data [5]. 

Embodying and obtaining opportunities in the design, construction, and operation stages for a commercial-scale 

technology are crucial steps for a technology developer. Thus, all the involved elements have their gap performances 

to be known. Engineering and financing problems become a serious barrier for the developer. These stages will 

produce detailed, comprehensive, actual, and accurate performance gap information. If these stages have not been 

realized, then the commercialization of the technology poses many risks. Based on the aforementioned exposition, 

exemplifies the CFD method for closing the gaps between operation and design in order to improve the actual 

industrial process performance is attractive and has its own novelty. The communicated scope is three actual industrial 

cases where their performances need to be improved, i.e. walking beam reheating furnace, sand settling vessel, and 

burner design for boiler purposes. Furthermore, it should be noted that this simulation involves detailed geometries 

and real process conditions. 

GAPS IN UNIT PROCESS PERFORMANCES 
 

A chemical plant is comprised of many unit processes [6,7]. Their performance has resulted from each unit process 

with the interdependent factors between connected unit processes. The analysis of the gap performances of the plant 

∆Φ𝑂𝐷,𝐿 between the operation and the design become more complex. The gap performances for a unit process are 

indicated by ∆Φ𝑂𝐷,𝑖. The dependence of the gap performances for the whole plant with N number unit processes to 

each unit process can be generally stated as functions of: 

∆Φ𝑂𝐷,𝐿 = 𝑓(∆Φ𝑂𝐷,1, ∆Φ𝑂𝐷,2, ∆Φ𝑂𝐷3, … , ∆Φ𝑂𝐷,𝑁) (1) 

 

The focus here is directed on the gap performances for a unit process in a chemical plant. Each unit process does 

a specific task of the process. A distillation column has the task of separating certain chemical components from the 

feed by the principles of relative volatility [3,8]. Combustor, gasifier, and pyrolyzer are unit processes for heating up 

the materials with the heat that is released by the fuel or biofuel combustion [9–17]. A boiler is used to generate high-

pressure and high-temperature steam from the fuel combustion heat in the combustion chamber in efficient and safe 

conditions [18–25]. A chemical reactor and bioreactor should convert the feed to other products and chemicals at high 

rate, high conversion, selective, and as safe as possible [26–28]. A mixing or extraction equipment should also mix 

the materials well and uniformly at the outlet concentration and not spend energy [29–34]. 

A specific example of quantifying the performances of a unit process is a packed column distillation to separate 

ethanol from water in the ethanol solution. The capacity performances are the feed mass flow rate 𝑚𝐹, the vapor phase 

mass flow rate 𝑚𝑣, the liquid phase mass flow rate 𝑚𝐿, the top column mass flow rate 𝑚𝑇 , and the bottom column 

mass flow rate 𝑚𝐵. The other two process performances are temperature 𝑇 and pressure 𝑃 in the column. The next 

performances are ethanol and water concentration 𝐶𝑖 . The space performance of the column is identified by the 

diameter 𝐷 and the height 𝐻. The flow dynamic performances inside the column are quantified by the liquid velocities 

𝑢𝑙⃗⃗  ⃗ and the vapor velocities 𝑢𝑔⃗⃗⃗⃗  within the column space. The height of the column is designed to facilitate the column 

to achieve the ethanol concentration on the top of the column. The column and the packing material performance are 
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quantified by 𝑀𝐶 and 𝑀𝑃. This relates to the relative volatility (𝛼), which is the ratio between the concentration ratio 

of ethanol to water in the vapor phase and liquid phase. 

With the existence of the phase equilibrium along the column high with different 𝑇  and 𝑃 , the distillation 

undergoes a multistage phase equilibrium [8,35]. The theoretical stage number of the equilibrium in the column is 

identified as 𝑁𝑇𝑆. The theoretical knowledge confirms that the higher the purity of the ethanol on the top column, the 

higher the 𝑁𝑇𝑆. The packed column is packed with packing material shapes 𝛽𝑆 to make an effective contact between 

vapor and liquid phases in the column. Various shapes of packing have been developed as the technological 

improvement that was based on the operational experiences of this distillation column technology [36]. The packing 

shapes generate the pressure drop ∆𝑃 performance along the column. The packing types also are correlated to the 

flooding performance 𝐹. The reflux performance on the top column is identified by the reflux ratio 𝑅𝑅. The liquid 

level performance on the bottom of the column is stated by 𝐿𝑙. The reboiler performances are represented by 𝑅𝐵. The 

condenser performances are said to be 𝑅𝐶. The reflux pump performances are stated by 𝑅𝑃 . Therefore, the performance 

parameters for a packed distillation column are represented by Φ𝑃𝐷 which is written as Eq. (2). These parameters are 

then a lumped parameter Φ𝑆𝐵, the designed performances for a unit process are stated by Φ𝐷𝑖, and the operational 

performances for this unit are obtained as Φ𝑂𝑖 . The gaps in the unit process performances are then defined by Eq. (3). 

These gaps ∆Φ𝑂𝐷,𝑖 have to be acquired. By knowing these gaps, the technology of that unit process can be pursued to 

go to the commercial stage with guaranteed specifications without a doubt. Nine stages in the technology development 

of the unit process start from the research idea formulation and arrive at the commercialization stage, Figure 1. 

Φ𝑃𝐷 ≡

[
 
 
 
𝑚𝐹 , 𝑚𝑣 , 𝑚𝐿 ,𝑚𝑇 , 𝑚𝐵 , 𝑇,

𝑃, 𝐶𝑖, 𝐷, 𝐻, 𝑢𝑙⃗⃗  ⃗ , 𝑢𝑔⃗⃗⃗⃗ , 𝛼,

𝑁𝑇𝑆, 𝛽𝑆, 𝑀𝐶 ,𝑀𝑃 , ∆𝑃, 𝐹,
𝑅𝑅, 𝐿𝑙 , 𝑅𝐵, 𝑅𝐶 , 𝑅𝑃 ]

 
 
 

 (2) 

∆Φ𝑂𝐷,𝑖 = Φ𝑂𝑖 − Φ𝐷𝑖 (3) 

 

 
FIGURE 1. Nine stages of a unit process technology development. 

 

The proven or mature technology reaches the stage of technology commercialization. At this stage, the designed 

specifications will be achieved without any risk to operational performance. When the semi-commercial stage is still 

developing and the technology development is forced to jump to the commercial stage, then the gaps between the 

operational commercial performances and the designed ones will be negatively wider. It can be postulated that the 
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gaps ∆Φ𝑂𝐷,𝑖 from stages 1-9 will be getting closer. The time duration 𝑡𝑇𝐷 to the arrival on the commercial stage should 

be as shorter as possible. The cost of the development 𝐶𝑇𝐷  should be minimized. These three parameters are 

hypothetically correlated to the stages of technology development as shown in Figure 2. 

    

 
FIGURE 2. Characteristics of gaps, time duration, and cost in technology development. 

 

The most important thing in technology development is to establish the previous nine stages to be done. 

Nevertheless, several constraints exist, such as the lack and shortage of motivation, the unstructured objectives and 

programs, fewer human resource competencies and professional skills, less financial capability, poor linkage and 

support between university-industry-government, and stronger competitors for the similar technology being developed 

[37]. These constraints should be handled with various strategies. The closer gaps in the technology performances 

∆Φ𝑂𝐷,𝑖, the shorter development time tTD and the minimum development cost become the objective functions in the 

technology development. The real gaps can be acquired if the full-scale commercial technology is designed, 

constructed, and operated [38–40]. However, this stage is not easy to be delivered, and the opportunity is sometimes 

not available. 

For the objective of closing the gaps between the design and the operational performances, the design methodology 

is improved at present with a full mathematical modeling method that is derived from the detailed phenomena that 

govern the unit process behaviors. The unit process behaviors are then predicted comprehensively within the three-

dimensional space coordinates and the operating time. The process performances of a unit process are quantified by 

temperature 𝑇, mass fraction of the chemical components 𝜔𝑗, pressure 𝑃, and velocity components 𝑢𝑥, 𝑢𝑦, and 𝑢𝑧. 

All these variables abide by the conservation equations that govern the process phenomena. These are generally 

expressed in Eq. (4), while the performance gaps between the operated and the designed process for the above 

performance variables are defined by Eq. (5). 

𝑇 = 𝑓1(𝑥, 𝑦, 𝑧, 𝑡) ; 𝜔𝑗 = 𝑓2(𝑥, 𝑦, 𝑧, 𝑡) ; 𝑃 = 𝑓3(𝑥, 𝑦, 𝑧, 𝑡) ; 

𝑢𝑥 = 𝑓4(𝑥, 𝑦, 𝑧, 𝑡) ; 𝑢𝑦 = 𝑓5(𝑥, 𝑦, 𝑧, 𝑡) ; 𝑢𝑧 = 𝑓6(𝑥, 𝑦, 𝑧, 𝑡) 

(4) 

∆𝑇𝑂𝐷,𝑖 = 𝑇𝑂𝑖 − 𝑇𝐷𝑖 ; ∆𝜔𝑗𝑂𝐷,𝑖
= 𝜔𝑗𝑂𝑖

− 𝜔𝑗𝐷𝑖
 ; ∆𝑃𝑂𝐷,𝑖 = 𝑃𝑂𝑖 − 𝑃𝐷𝑖  ;  

∆𝑢𝑥𝑂𝐷,𝑖
= 𝑢𝑥𝑂𝑖

− 𝑢𝑥𝐷𝑖
 ; ∆𝑢𝑦𝑂𝐷,𝑖

= 𝑢𝑦𝑂𝑖
− 𝑢𝑦𝐷𝑖

 ; ∆𝑢𝑧𝑂𝐷,𝑖
= 𝑢𝑧𝑂𝑖

− 𝑢𝑧𝐷𝑖
 

(5) 

CFD METHOD 

 
The conventional method of process technology development is done by following the stepwise procedure in 

Figure 1. Each step in this conventional method employs simplified and empirical mathematical model equations for 
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representing the transport phenomena. The design procedures are derived from these simple process models. The pilot-

scale is continued to scale up the process by increasing the size and the capacity of the unit process being developed. 

The cycle of development in the conventional method is described by the blue line cycle in Figure 3. The more 

advanced method in obtaining the designed performances of the being developed technology employs three-

dimensional and time-dependent governing equation models. These mathematical equation models transform the 

actual process to the modeled ones with the involvement of the actual shape and size with the three-dimensional 

geometry of the unit process, as given in Figure 4. The equation models are solved numerically as advanced 

computational methods with the support of computers. 

The comprehensive and advanced computational process design procedures take over the conventional design 

procedures. The cycle of the advanced process design procedures is shown by the red line cycle in Figure 3. These 

computing methods for transport phenomena equations are lumped into a single computing engine. Many things are 

beneficial to the development of process technology using this technique with the red line cycle in Figure 3. The 

traditional path requires a long time of industrial experience. These long-time experiences can be shortened by the 

involvement of the CFD, and the various innovations can be explored at a lower cost by the development [41,42]. 

 
FIGURE 3. Advanced process design procedures using the CFD method for unit processes technology development. 

 

   
FIGURE 4. Actual shape and size of unit processes. 

 

The basic equations that govern the process are described by the fluid flow governing equations that are 

characterized by the turbulent flow phenomena [43–47]. The variable performances of the turbulent flow are velocity 

components (�̅�𝑥, �̅�𝑦, and �̅�𝑧), static pressure 𝑝, turbulent kinetic energy 𝑘, turbulent energy dissipation rate 𝜀, and 

turbulent viscosity 𝜇𝑡. The physical properties are density 𝜌 and laminar viscosity 𝜇. Gravitational constants are 𝑔𝑥, 

𝑔𝑦, and 𝑔𝑧. The turbulent quantities are generated by the fluctuation velocity components (𝑢𝑥
′, 𝑢𝑦

′, and 𝑢𝑧
′). The 

conservation model equations are formulated as in Eqs (6)-(13) [48–53]. 
𝜕𝜌

𝜕𝑡
+

𝜕(𝜌𝑢𝑥̅̅ ̅̅ ̅̅ )

𝜕𝑥
+

𝜕(𝜌𝑢𝑦̅̅ ̅̅ ̅̅ )

𝜕𝑦
+

𝜕(𝜌𝑢𝑧̅̅ ̅̅ ̅̅ )

𝜕𝑧
= 0  (6) 

𝜌
𝜕𝑢𝑥

𝜕𝑡
+ 𝜌�̅�𝑥

𝜕𝑢𝑥

𝜕𝑥
+ 𝜌�̅�𝑦

𝜕𝑢𝑥

𝜕𝑦
+ 𝜌�̅�𝑧

𝜕𝑢𝑥

𝜕𝑧
= −

𝜕�̅�

𝜕𝑥
+

𝜕

𝜕𝑥
[(𝜇 + 𝜇𝑡)

𝜕𝑢𝑥

𝜕𝑥
] + 

𝜕

𝜕𝑦
[(𝜇 + 𝜇𝑡)

𝜕𝑢𝑥

𝜕𝑦
] +

𝜕

𝜕𝑧
[(𝜇 + 𝜇𝑡)

𝜕𝑢𝑥

𝜕𝑧
] +

𝜌𝑔𝑥  
(7) 
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𝜌
𝜕𝑢𝑦

𝜕𝑡
+ 𝜌�̅�𝑥

𝜕𝑢𝑦

𝜕𝑥
+ 𝜌�̅�𝑦

𝜕𝑢𝑦

𝜕𝑦
+ 𝜌�̅�𝑧

𝜕𝑢𝑦

𝜕𝑧
= −

𝜕�̅�

𝜕𝑦
+

𝜕

𝜕𝑥
[(𝜇 + 𝜇𝑡)

𝜕𝑢𝑦

𝜕𝑥
] + 

𝜕

𝜕𝑦
[(𝜇 + 𝜇𝑡)

𝜕𝑢𝑦

𝜕𝑦
] +

𝜕

𝜕𝑧
[(𝜇 + 𝜇𝑡)

𝜕𝑢𝑦

𝜕𝑧
] + 𝜌𝑔𝑧 

(8) 

𝜌
𝜕𝑢𝑦

𝜕𝑡
+ 𝜌�̅�𝑥

𝜕𝑢𝑦

𝜕𝑥
+ 𝜌�̅�𝑦

𝜕𝑢𝑦

𝜕𝑦
+ 𝜌�̅�𝑧

𝜕𝑢𝑦

𝜕𝑧
= −

𝜕�̅�

𝜕𝑦
+

𝜕

𝜕𝑥
[(𝜇 + 𝜇𝑡)

𝜕𝑢𝑦

𝜕𝑥
] + 

𝜕

𝜕𝑦
[(𝜇 + 𝜇𝑡)

𝜕𝑢𝑦

𝜕𝑦
] +

𝜕

𝜕𝑧
[(𝜇 + 𝜇𝑡)

𝜕𝑢𝑦

𝜕𝑧
] + 𝜌𝑔𝑧 

(9) 

𝜌
𝜕𝑘

𝜕𝑡
+ 𝜌�̅�𝑥

𝜕𝑘

𝜕𝑥
+ 𝜌�̅�𝑦

𝜕𝑘

𝜕𝑦
+ 𝜌�̅�𝑧

𝜕𝑘

𝜕𝑧
=

𝜕

𝜕𝑥
[(𝜇 +

𝜇𝑡

𝜎𝑘
)

𝜕𝑘

𝜕𝑥
] +

𝜕

𝜕𝑦
[(𝜇 +

𝜇𝑡

𝜎𝑘
)

𝜕𝑘

𝜕𝑦
] + 

𝜕

𝜕𝑧
[(𝜇 +

𝜇𝑡

𝜎𝑘
)

𝜕𝑘

𝜕𝑧
] + 𝐺𝑘 − 𝜌𝜀  (10) 

𝜌
𝜕𝜀

𝜕𝑡
+ 𝜌�̅�𝑥

𝜕𝜀

𝜕𝑥
+ 𝜌�̅�𝑦

𝜕𝜀

𝜕𝑦
+ 𝜌�̅�𝑧

𝜕𝜀

𝜕𝑧
 = [(𝜇 +

𝜇𝑡

𝜎𝜀
)

𝜕𝜀

𝜕𝑥
] +

𝜕

𝜕𝑦
[(𝜇 +

𝜇𝑡

𝜎𝜀
)

𝜕𝜀

𝜕𝑦
] + 

𝜕

𝜕𝑧
[(𝜇 +

𝜇𝑡

𝜎𝜀
)

𝜕𝜀

𝜕𝑧
] + 𝐶𝜀1

𝜀

𝑘
𝐺𝑘 −

𝐶𝜀2𝜌
𝜀2

𝑘
  

(11) 

𝜇𝑡 = 𝐶𝜇𝜌 𝑘2 𝜀⁄  (12) 

𝐺𝑘 = 2𝜇𝑡 [(
𝜕𝑢𝑥

𝜕𝑥
)

2

+ (
𝜕𝑢𝑦

𝜕𝑦
)

2

+ (
𝜕𝑢𝑧

𝜕𝑧
)

2

] + 𝜇𝑡 (
𝜕𝑢𝑥

𝜕𝑦
+

𝜕𝑢𝑦

𝜕𝑥
)

2

+ 𝜇𝑡 (
𝜕𝑢𝑥

𝜕𝑧
+

𝜕𝑢𝑧

𝜕𝑥
)

2

+ 𝜇𝑡 (
𝜕𝑢𝑧

𝜕𝑦
+

𝜕𝑢𝑦

𝜕𝑧
)

2

 (13) 

 

The constants are 𝑐𝜇 = 0.09, 𝜎𝑘 = 1.0, 𝜎𝜀 = 1.3, 𝑐𝜀1 = 1.44, and 𝑐𝜀2 =  1,92. 

A unit process may involve chemical conversions with the rate of the chemical reaction �̅�𝑗  for a chemical 

component 𝑗. This process may also be followed by the thermal energy transfer with the variable 𝑇. The chemical 

species transport equations with the variable of mass fraction of a chemical species 𝜔𝑗̅̅ ̅ are added to the above equations 

as in Eq. (14). The additional transport property is the binary molecular diffusivity 𝐷𝑗  of the species 𝑗. 𝑁𝑆𝑐,𝑡 is the 

turbulent Schmidt number. The energy thermal transfer equation for the temperature performance 𝑇 is formulated in 

Eq. (15). The generated rate of the heat from the N chemical reactions is obtained as ∑ �̅�𝑗
𝑁
𝑗 ∆ℎ𝑟𝑗 . The involved 

molecular thermal properties are specific heat capacity 𝑐𝑝  and thermal conductivity 𝜆 . The contribution of the 

turbulent flow to the thermal conductivity is stated as the turbulent thermal conductivity 𝜆𝑡. The turbulent thermal 

conductivity is evaluated from Eq. (16). The turbulent Prantl number 𝑁𝑝𝑟,𝑡 is estimated at 0.85. 𝑆𝑇 is the rate of the 

heat source that comes and leaves to and from the volume due to radiation. 

𝜌
𝜕𝜔𝑗̅̅ ̅̅

𝜕𝑡
+ �̅�𝑥

𝜕𝜔𝑗̅̅ ̅̅

𝜕𝑥
+ �̅�𝑦

𝜕𝜔𝑗̅̅ ̅̅

𝜕𝑦
+ �̅�𝑧

𝜕𝜔𝑗̅̅ ̅̅

𝜕𝑧
=

𝜕

𝜕𝑥
[(𝜌𝐷𝑖 +

𝜇𝑡

𝜌𝑁𝑆𝑐,𝑡
)

𝜕𝜔𝑗̅̅ ̅̅

𝜕𝑥
] + 

𝜕

𝜕𝑦
[(𝜌𝐷𝑗 +

𝜇𝑡

𝜌𝑁𝑆𝑐,𝑡
)

𝜕𝜔𝑗̅̅ ̅̅

𝜕𝑦
] +

𝜕

𝜕𝑧
[(𝜌𝐷𝑗 +

𝜇𝑡

𝜌𝑁𝑆𝑐,𝑡
)

𝜕𝜔𝑗̅̅ ̅̅

𝜕𝑧
] + 𝜌𝑀𝑗�̅�𝑗 + 𝑆𝜔𝑗

  
(14) 

𝜕(𝜌𝑐𝑝�̅�)

𝜕𝑡
+ 𝑢𝑥̅̅ ̅

𝜕(𝜌𝑐𝑝�̅�)

𝜕𝑥
+ 𝑢𝑦̅̅ ̅

𝜕(𝜌𝑐𝑝�̅�)

𝜕𝑦
+ 𝑢𝑧̅̅ ̅

𝜕(𝜌𝑐𝑝�̅�)

𝜕𝑧
=

𝜕

𝜕𝑥
[(𝜆 + 𝜆𝑡)

𝜕�̅�

𝜕𝑥
] +

𝜕

𝜕𝑦
[(𝜆 + 𝜆𝑡)

𝜕�̅�

𝜕𝑦
] +

𝜕

𝜕𝑧
[(𝜆 + 𝜆𝑡)

𝜕�̅�

𝜕𝑧
] +

∑ �̅�𝑗
𝑁
𝑗 ∆ℎ𝑟𝑗 + 𝑆𝑇  

(15) 

𝜆𝑡 =
𝑐𝑝𝜇𝑡

𝑁𝑝𝑟,𝑡

 (16) 

 

The above equations for the performance variables �̅�𝑥, �̅�𝑦, �̅�𝑧, �̅�, 𝑘, 𝜀, �̅� and 𝜔𝑗̅̅ ̅ are solved numerically using CFD. 

The procedures are well formulated, developed, and described by Patankar (1980) [54] and Chung (2010) [55]. The 

actual scale geometry, shape, and arrangement of the unit process are computationally constructed to replace the 

physical unit process before it is erected as the real physics unit at the actual field site. Therefore, the gaps to occur 

between the operational and designed performances are well predicted and the confidence to obtain the operational 

performances being closer to the designed performances is high. 

The simulation for all cases in this study was in steady-state mode and under tetrahedral grid with a total number 

of 2,000,000 as it had already been independent of grid number alteration. The algorithm for solving all cases was 

coupled method which required spatial discretization methods consisting of least square cell scheme for gradient and 

QUICK scheme for pressure, momentum, pressure, turbulent kinetic energy, turbulent kinetic dissipation rate, energy, 

and species component. The relaxation factors for numerical calculation were set at 0.5 for pressure, 0.5 for momentum, 

0.25 for density, 1 for body forces, 0.75 for turbulent kinetic energy, 0.75 for turbulent kinetic dissipation rate, 1 for 

turbulent viscosity, 0.75 for species components, and 0.75 for energy. Also, the calculation was set at 2000 iterations 

until convergent and the difference reached 10-6. 
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RESULTS AND DISCUSSION 

 

Industrial Case 1: Walking Beam Reheating Furnace Improvement 

 
The apparatus was designed with a capacity of 70 tonnes/h and dimensions of 14.5 m in length, 12.8 m in width, 

and 8 m in height (Figure 5). The furnace utilized natural gas as fuel which consisted of 88.6% CH4, 5.8% hydrocarbon 

gases, and 5.6% CO2. The heating value of the fuel was 8650 kcal/Nm3. Fuel was injected at flow rates of 50-60 Nm3/h 

while the combustion air was fed at 9-10 times of flow rates. The problem found was the attendance of hotspots at 

several locations in burners which consequently declined their thermal efficiency. It was caused by the not suitable 

design of the reheating furnace for the heating process. It was also found that the current temperature of burner zones 

was much higher than the designed temperature which was reflected by more than 50% of the generated heat was not 

absorbed by billets under the operational firing rate. 

 
FIGURE 5. Walking beam reheating furnace. 

 

The performance of burners and furnaces was then evaluated to optimize the heat distribution and thermal 

efficiency in the reheating furnace in order to economize fuel consumption. Besides, the quality of combustion for 

each burner should be noted, particularly in the use of excess air and the fuel mixing performance between fuel and 

combustion air to achieve the desired temperature [56]. According to field experiences, several proposed modifications 

to solve the problem were relocating burner locations, reducing furnace volume, and reformulating burner and furnace 

setting parameters. Those modifications were done to obtain the maximum thermal efficiency for fuel-saving. 

The first modification was by relocating two side burners from the downstream to the upstream position, Figure 6. 

Each side wall furnace had three burners. The downstream pair side burners were relocated from the original positions 

towards the upstream position. This was done to reduce the combustion gases not being sucked directly into the 

recuperator tower. It was expected to provide an opportunity for exchanging the heat between hot gas and billets. The 

next modification was followed by reducing some portions of the top and the bottom volumes and removing all the 

roof burners, Figure 7. 

    
FIGURE 6. Walking beam furnace original design (left); Walking beam furnace modification by relocating side burners (right). 
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FIGURE 7. Walking beam furnace volume reduction without roof burners. 

 

The CFD method revealed detailed information to examine the effects of relocations of these burners. The flow 

pathlines were chosen to characterize the flow behaviors inside both furnaces and did not show a significant change 

(Figure 8). Besides, hot gases from the burners were visualized closer to the downstream area whereas it was directly 

sucked by the recuperator as in Figure 9. The concern was a shifting pattern of the billet heating that was more 

intensively distributed towards the discharge area. 

  
FIGURE 8. Flow pathlines of side burners inside the walking beam furnace for the original design (left) and the modification by 

the relocation of side burners (right). 

 

  
FIGURE 9. Contours of the x-velocity component at various planes inside the walking beam furnace for the original design (left) 

and the modification by the relocation of side burners (right).  

 

On the other hand, the results for the flow simulation within the modified furnace by reducing some portions of 

the volume are comprehensively compared. These results point out that the portion of the gas flow rate of the 

combustion gas in the furnace bottom becomes dominant, Figure 10. According to Figure 11, up to the 11.15 m axial 

distance from the discharge door, the heating of the bottom furnace is more dominant. After this distance, the portions 

of the combustion gas at the bottom furnace are still larger than in the original conditions. The CFD results confirmed 

that modification by means of furnace volume reduction can produce a more stable heat inside the modified furnace. 

However, the bottom support beams still have a possibility to have higher temperatures. 

Velocity 
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Velocity 

Magnitude 
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x-velocity 
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x-velocity [m/s] 
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FIGURE 10. Flow pathlines with the releasing points from the side burners inside the walking beam furnace for the original 

design (left) and the modification by volume reduction without roof burners (right). 

 

 
FIGURE 11. Mass flow rate percentage at the bottom furnace for the original design and the modification by volume reduction 

without roof burners. 

Industrial Case 2: Sand Settling Vessel Design Analysis and Separation Improvement 

 
The gas and oil surface facilities are usually equipped with sand removal units which are fed with incoming fluid 

feed prior to the oil-water-gas separation units [57]. The common problem for the sand separator is that the outlet 

liquids still contain fine sand. This problem is indicated by the presence of sand in the internal walls of the produced 

water mechanical equipment such as de-oiler, reject oil separator, and sump caisson [58,59]. The above phenomenon 

becomes a poor indication of the removal performance of the sand separator units. Therefore, this sand vessel problem 

should be solved. 

The modification inside the vessel chamber was carried out by simulation and the transport models in the settling 

sand vessel involve Eqs. (6)-(13). The solid sand particle movements or trajectories together with the fluid inside the 

vessel were examined using the discrete phase model. The particle density is stated as 𝜌𝑝. The additional accelerations 

in x, y, and z directions due to additional working forces are ax, ay, and az. In addition, tDx, tDy, and tDz are the drag 

times due to the drag forces that are defined in Eqs. (19)-(20). The particle trajectories were quantified by the velocity 

components as �̅�𝑝𝑥, �̅�𝑝𝑦, and �̅�𝑝𝑧. The force balance acting on the particle is written in Eq. (21) [45,60]. The drag 

coefficient CD is a function of the Reynold number. A most common drag coefficient function is given by Morsi and 

Alexander (1972) as a polynomial function of the variable 1/NRe [61]. The particle diameter is represented by dp. 

 ;  ;  

(17) 

 ;  ;  

(18) 

 ;  ;  

(21) 

 

Sand settling vessel had diameter of 90 in and height of 149 in, Figure 12. The operating conditions of this vessel 

were set with oil flow rate of 7.95 lbm/s, water flow rate of 119 lbm/s, and sand flow rate of 0.0147 lbm/s. The sand 
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particle diameters range from 20-100 µm with 0.8 of mass fraction and less than 20 µm with 0.2 of mass fraction. 

From the simulation, results confirmed that severe and intense flows occurred from the top to the bottom, Figure 13a. 

It happened due to the orientation of the inlet and the outlet pipe that is closer to each other. This leads to the ease of 

sand particles being entrained before complete separation. It was reinforced by the maximum particle residence time 

recorded at 71 s (Figure 13c). Thus, the original vessel design gave poor sand removal efficiency of only 2.2%. 

Because the particle residence time inside the vessel was too swift, the modification should gave conditions that 

prolonged the particle trajectory [35]. Adding a vertical baffle inside the vessel was then proposed and conducted. 

After modification, the oil and water recirculation flows were captured (Figure 13b) and the sand residence time 

lengthened to 399 s (Figure 13d). Hence, the sand removal efficiency in the modified vessel design was rectified by 

up to 15%. 

       
FIGURE 12. The geometry and the mesh form of a sand settling vessel.  

 

    
(a) (b) (c) (d)  

FIGURE 13. The flow pathlines for the sand settling vessel before modification (a) and after modification by adding baffle (b); 

The single particle trajectory for the sand settling vessel before modification (c) and after modification by adding baffle (d). 

Industrial Case 3: Boiler Burner Design Modification 

 
For case 3, an industrial boiler unit has a capacity of 90 tonnes/h. According to the design conditions, steam 

specifications were 40 bar atm for pressure and 400oC for temperature. This boiler employed natural gas as a fuel. 

According to the energy audit evaluation, the boiler was only capable of operating at below 50 tonnes/h. Increasing 

the flow rates of natural gas also caused the steam temperature to rise and surpass the set temperature. The main 

problem was the inability to achieve rapid mixing between air and fuel in the area near the burner and in the boiler 

combustion chamber. 

In consequence, this burner design required to be improved. The proposed solution was to modify the burner 

geometries through CFD method. The existing burner had gas fuel pipes, 9 fuel holes, perforated barrier plates, and 

round-shaped edges, whereas the modified one had sharp edges to intensify the air and fuel mixing area as shown in 

Figure 14. Also, the divergence angle of burner mouth was enhanced from 25o to 30o in order to stabilize the flame. 

Natural gas for boiler fuel consisted of 92.7% CH4, 4.2% C2H6, and the rest was CO2. Combustion air used was 

composed of 79% N2 and 21% O2. The component concentration, temperature, and flow pathlines represented the 

performance variables. Before modification, the supply of air and fuel was not balanced (Figure 15a left), only a small 

fraction of fuel flew through the holes in the barrier plates (Figure 15b left), and the temperature distribution was not 

homogeneous due to an imbalance in air distribution (Figure 16 left). 

After modification through CFD method, the balance amount of air and fuel supply can be realized (Figure 15a 

right), the fuel sprayed was evenly distributed through the holes in the barrier plates (Figure 15b right), the uniform 

temperature distribution at the location after the burner mouth was achieved (Figure 16 right), and the well and stable 
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mixing of fuel and air (Figure 17). It was indicated that modification by CFD method reveals a meaningful 

improvement in burner boiler performance. 

   
FIGURE 14. An existing multi-holes with 9 pipes (left and middle) and a modified gas burner (right). 

 

  
(a) 

  
(b) 

FIGURE 15. Concentration distribution on the mouth of existing burner (left) and modified (right) burner for oxygen (a) and 

methane (b)  

 

  
FIGURE 16. Temperature distribution of existing burner (left) and modified burner (right) in a middle y-plane.  
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FIGURE 17. Air and methane pathlines on the stabilizing and mixing plates of the modified burner. 

CONCLUSION 

 
The performance gaps are proposed as the differences between the operational performances and the designed 

performances. They are aimed to quantify a proven technology of a process plant. The whole plant performances are 

built by performance gaps of each unit process involved. The cycle of technology development involves time, cost, 

and risks. These three burdens can be minimized using comprehensive knowledge and engineering tools in the design 

stage. The CFD method has been shown to fulfill it for predicting unit process performances. The process improvement 

of three unit processes in actual industrial cases (walking beam reheating furnace, sand settling vessel, and boiler 

burner) with various design parameters are exemplified to obtain all the performance variables such as temperature, 

flow pathlines, components concentration, pressure, and turbulent quantities. Improving the operational unit process 

performance gaps with CFD method are conclusively more attractive, accurate, and comprehensive. 
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